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ABSTRACT 

Introduction: Breast cancer represents a major public health issue 

worldwide, highlighting the critical role of early detection in facilitating 

effective treatment. Fine needle aspiration (FNA) serves as a minimally 

invasive method for obtaining cellular material from breast masses for 

subsequent analysis. Nonetheless, pathologists' assessment of FNA samples 

may be characterized by subjectivity and protracted evaluation times, leading 

to variability in diagnostic results. Integrating machine learning algorithms, 

including classification tree models, can potentially improve the consistency 

and precision of breast tumor classification. Using computational capabilities 

and sophisticated machine learning methodologies, these models can 

proficiently categorize digitized images of FNA samples as malignant or 

benign.  

Methods: We used classification tree algorithms such as CART, Ctree, 

Evtree, QUEST, CRUISE, and GUIDE to distinguish between malignant and 

benign tumors in the Wisconsin Breast Cancer Dataset (WBCD). The models' 

performance was evaluated using accuracy metrics, such as sensitivity, 

specificity, false positive and negative rates, positive and negative predictive 

values, Youden's Index, accuracy, positive and negative likelihood ratios, 

diagnostic odds ratios, and AUC (area under the ROC curve).  

Results: The results showed that the CRUISE algorithm showed excellent 

diagnostic performance in distinguishing between malignant and benign 

tumors.  

Conclusion: The results emphasize the critical role of integrating machine 

learning models into clinical practice to assist pathologists, improve 

diagnostic outcomes, and reduce subjectivity in cancer classification. 
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INTRODUCTION 

Breast cancer is a significant and widespread life-

threatening disease that is a primary concern in 

women's health globally. Early detection is vital 

for effective treatment and better survival rates. 

Fine Needle Aspiration (FNA) is a minimally 

invasive procedure that involves collecting 

cellular material from breast masses for 

cytological analysis (1-6). 

FNA is essential for assessing the nature of 

breast tumors by extracting a small number of 

cells from breast tissue. However, evaluating 

FNA samples by pathologists can be time-

consuming and subjective, leading to 

considerable variability in diagnostic outcomes 

among professionals (7). Incorporating machine 
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learning algorithms into the diagnostic process 

could improve the consistency and accuracy of 

breast tumor classification (8). 

Recent advancements in computational power 

and machine learning techniques have enabled the 

creation of advanced models for analyzing 

medical images. These models can effectively 

classify digitized images of FNA samples as 

either malignant or benign. One commonly used 

machine learning method in this area is the 

classification tree algorithm, a well-established 

supervised learning technique suitable for 

classification and regression tasks. This method is 

particularly advantageous in medical contexts due 

to its interpretability, ability to handle 

nonlinearity, and robustness against noisy data (9-

15). 

Breast tumors are generally categorized as 

either malignant or benign, and distinguishing 

between these types is crucial for determining the 

appropriate treatment. Nonneoplastic cases 

typically do not require aggressive treatment, 

while malignant tumors demand prompt and 

targeted therapies. A key challenge is accurately 

identifying features from FNA images that 

differentiate malignant tumors from benign ones. 

Traditionally, pathologists have focused on 

various characteristics, such as cell size, shape, 

uniformity, and the presence of mitoses. 

However, automating the feature extraction 

process and feeding this data into classification 

models like decision trees could significantly 

improve diagnostic accuracy (16, 17). 

Decision trees work by recursively partitioning 

the feature space, assessing the most informative 

features at each stage to create a tree structure that 

links input features to output labels—benign or 

malignant. These models provide valuable 

insights into decision-making, essential for their 

acceptance in clinical settings (9-15). 

This study investigates the application of 

classification tree algorithms to identify and 

categorize breast tumors as malignant or benign 

using digitized images of FNA samples from 

breast tissue. These algorithms aim to enhance the 

accuracy and effectiveness of breast cancer 

diagnoses, providing valuable support to 

pathologists in their evaluations. Additionally, the 

paper will empirically assess the performance of 

various classification tree algorithms using a 

well-known breast cancer dataset (the Wisconsin 

Breast Cancer Dataset). 

Description of the data set  

The dataset utilized in this study is the Wisconsin 

Breast Cancer Dataset (WBCD), which contains 

digitized images of FNA samples of breast mass 

tissue. This dataset includes features extracted 

from FNA samples, such as cell size, shape, and 

texture, essential for distinguishing between 

benign and malignant tumors. The WBCD is a 

widely used data set for a wide range of breast 

cancer research. Most analyses have focused on 

the development of machine learning and 

statistical models applied for diagnosis and 

prognosis. It is a clinical dataset gathered through 

fine-needle aspirates of breast masses to 

determine whether the breast mass of concern is 

benign or malignant. It is publicly available from 

the UCI Machine Learning Repository and finds 

frequent applications in various cancer 

classification and diagnosis research studies (18-

20). The WBCD is a detailed dataset that 

effectively captures cell nuclei morphology from 

breast masses, whose contents are boundlessly 

valuable in deriving diagnosis tools for the 

condition under discussion. It has continued to 

lead, through research in machine learning, to 

further advances in medical diagnostic 

capabilities, especially in cancer detection. 

Completeness and thoroughness make the WBCD 

a reliable source for researchers and data 

scientists in cancer research. The WBCD includes 

569 examples, each of which refers to a single 

observation of a breast mass. Of these, 357 

(62.74%) are labeled benign, and 212 (37.26%) 

are labeled malignant. The data describes the 

measurements taken from digitized images of the 

FNAs and includes 30 features describing the 

properties of cell nuclei in breast mass tissues. 

These features are mean radius, mean texture, 

mean perimeter, mean area, mean smoothness, 

mean compactness, mean concavity, mean 

concave points, mean symmetry, mean fractal 

dimension, radius error, texture error, perimeter 

error, area error, smoothness error, compactness 

error, concavity error, concave points error, 

symmetry error, fractal dimension error, worst 

radius, worst texture, worst perimeter, worst area, 

worst smoothness, worst compactness, worst 
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concavity, worst concave points, worst symmetry, 

and worst fractal dimension. 

Statistical analysis 

Several classification tree algorithms were 

employed to classify the breast tumors as 

malignant or benign. The algorithms used in this 

study include CART (Classification and 

Regression Trees) (21), QUEST (Quick, 

Unbiased, and Efficient Statistical Tree) (22), 

GUIDE (Generalized, Unbiased, Interaction 

Detection and Estimation) (23), CRUISE 

(Classification Rule with Unbiased Interaction 

Selection and Estimation) (24, 25), Ctree 

(Conditional Inference Trees) (26), and Evtree 

(Evolutionary Learning of Globally Optimal 

Trees) (27). All algorithms were fitted based on 

the 10-fold cross-validation.   

The dataset was split into training and testing 

sets using a stratified sampling technique to 

maintain a balanced distribution of classes. So, 

80% of the observations (456 examples) were 

utilized as the training dataset, while the last 20% 

(113 examples) were used as the testing dataset. 

Each classification tree algorithm was trained on 

the training set and then assessed on the testing 

set. The models' performance was evaluated using 

accuracy metrics, such as sensitivity, specificity, 

false positive and negative rates, positive and 

negative predictive values, Youden's Index, 

accuracy, positive and negative likelihood ratios, 

diagnostic odds ratios, and AUC (area under the 

ROC curve). The study structure for the statistical 

analysis plan is shown in Figure 1. 

 

 

Figure 1. The study structure for the statistical analysis plan 

Splitting the Wisconsin Breast Cancer 

Dataset 

80% of the observations as the 

training dataset 

20% of the observations as the 

testing dataset 

Build models using the 

classification tree algorithms 

(CART, QUEST, CRUISE, 

GUIDE, Evtree, Ctree) 

Computing the performance 

measures (sensitivity, specificity, 

false positive and negative rates, 

positive and negative predictive 

values, Youden’s index, accuracy, 

positive and negative likelihood 

ratios, diagnostic odds ratio, and 

AUC) 

Selecting the classification tree 

algorithm with the best predictive 

performance in distinguishing 

between malignant and benign 

tumors in the Wisconsin Breast 

Cancer Dataset (WBCD) 

Evalate the predictive 

performance of classification tree 

algorithms 
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A classification tree algorithm that achieves 

sensitivity, specificity, positive and negative 

predictive values, Youden's Index, and accuracy 

close to 1 demonstrates superior differential 

performance. An algorithm with a likelihood ratio 

exceeding 10, a negative likelihood ratio below 

0.1, and a high diagnostic odds ratio indicates 

strong diagnostic capability in distinguishing 

between malignant and benign tumors. 

Additionally, ROC (receiver operating 

characteristic) curve analysis was employed to 

compute the AUC and compare the AUC values 

of different classification tree algorithms, with a 

higher AUC signifying better overall 

performance for each algorithm (28). Data 

balance was checked using Shannon entropy (SE) 

and SE = 0 or SE =1 shows that the data set is 

unbalanced or balanced, respectively (29).  

Software 

The data analysis was conducted with R software. 

The data splitting and fitting of the classification 

tree algorithms such as CART, Ctree, and Evtree 

and data splitting were done using the caret 

package (30). Software for the classification tree 

algorithms like QUEST, CRUISE, and GUIDE 

Table 1. The accuracy measures of classification tree algorithms for distinguishing between malignant and benign tumors in the 

Wisconsin Breast Cancer Dataset with their 95% confidence interval 

Algorithm 

 Metric 
CART Ctree Evtree QUEST CRUISE GUIDE 

Sensitivity 
0.93  

(0.81, 0.99) 

0.93  

(0.81, 0.99) 

0.90  

(0.77, 0.97) 

0.93  

(0.81, 0.99) 

0.93  

(0.81, 0.99) 

0.90  

(0.77, 0.97) 

Specificity 
0.93  

(0.84, 0.98) 

0.96  

(0.88, 0.99) 

0.99  

(0.92, 1) 

0.96  

(0.88, 0.99) 

 0.97  

(0.90, 1) 

 0.93  

(0.84, 0.98) 

False negative 

rate 

0.07 

(0.01, 0.19) 

0.07 

(0.01, 0.19) 

0.1 

(0.03, 0.23) 

0.07 

(0.01, 0.19) 

0.07 

(0.01, 0.19) 

0.1 

(0.03, 0.23) 

False positive 

rate 

0.07 

(0.02, 0.16) 

0.04 

(0.01, 0.12) 

0.01 

(0, 0.08) 

0.04 

(0.01, 0.12) 

0.03 

(0, 0.10) 

0.07 

(0.02, 0.16) 

Positive 

predictive value 

0.89  

(0.75, 0.96) 

0.93 

(0.81, 0.99) 

 0.97  

(0.87, 1) 

0.93 

(0.81, 0.99) 

0.95  

(0.83, 0.99) 

0.88  

(0.75, 0.96) 

Negative 

predictive value 

0.96  

(0.88, 0.99) 

0.96  

(0.88, 0.99) 

0.95  

(0.87, 0.99) 

0.96  

(0.88, 0.99) 

0.96  

(0.88, 0.99) 

0.94 

 (0.86, 0.98) 

Youden's Index 
0.86 

(0.65, 0.96) 

0.89 

(0.69, 0.98) 

0.89 

(0.70, 0.97) 

0.89 

(0.69, 0.98) 

0.90 

(0.71, 0.98) 

0.83 

(0.62, 0.95) 

Accuracy 
 0.93  

(0.87, 0.97) 

0.95  

(0.89, 0.98) 

0.96  

(0.90, 0.99) 

0.95  

(0.89, 0.98) 

 0.96  

(0.90, 0.99) 

0.92 

 (0.85, 0.96) 

Positive 

likelihood ratio 

13.19  

(5.64, 30.83) 

 21.98  

(7.24, 66.72) 

64.24  

(9.15, 450.87) 

 21.98  

(7.24, 66.72) 

 32.96  

(8.39, 129.57) 

 12.85  

(5.49, 30.08) 

Negative 

likelihood ratio 

 0.08  

(0.03, 0.23) 

0.07  

(0.03, 0.22) 

0.10  

(0.04, 0.25) 

0.07  

(0.03, 0.22) 

0.07  

(0.02, 0.22) 

0.10  

(0.04, 0.26) 

Diagnostic odds 

ratio 

171.60 

(39, 758) 

294.67 

(57, 1531) 

665 

(72, 616) 

294.67 

(57, 1531) 

448.50 

(72, 2800) 

125.40 

(32, 496) 

AUC 

0.929 

(0.880-0.980) 

P < 0.001 

0.943 

(0.897, 0.989) 

P < 0.001 

0.945 

(0.898, 0.992) 

P < 0.001 

0.943 

(0.897, 0.989) 

P < 0.001 

0.950 

(0.906, 0.994) 

P < 0.001 

0.917 

(0.863, 0.971) 

P < 0.001 
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was obtained from 

http://pages.stat.wisc.edu/~loh/research.html. 

Package epiR (31) and package pROC (32) were 

used to compute the accuracy metrics and ROC 

curve analysis.  

RESULTS 

The Shannon entropy value was determined to be 

0.953, which is close to 1. As a result, the data is 

well-balanced, and no remedial methods were 

needed. All classification tree algorithms 

demonstrated highly acceptable diagnostic 

performance in sensitivity, specificity, positive 

and negative predictive values, Youden’s index, 

accuracy, positive and negative likelihood ratios, 

diagnostic odds ratio, and AUC in distinguishing 

between malignant and benign tumors in the 

WBCD (Table 1). The AUCs for all algorithms 

were statistically significant (P < 0.001). Among 

the tree algorithms, CRUISE showed the highest 

AUC of 0.950, or excellent diagnostic 

performance, while GUIDE had the lowest AUC 

of 0.917.  
 

CRUISE 

 

QUEST           

 

Figure 2. The tree structure of classification tree algorithms (CART, Evtree, Ctree, and GUIDE) for distinguishing between malignant and 

benign tumors in the Wisconsin Breast Cancer Dataset (Green: benign and yellow: malignant) 
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CRUISE 

 

QUEST 

 

 

 

Figures 2 and 3 illustrate the tree structure of these 

methods. According to the tree structure of the 

CRUISE algorithm (tree with the best diagnostic 

performance), we can conclude that subjects with 

Perimeter_extreme ≤ 105.950 & 

Nconcave_extreme ≤ 0.159 & Area_se ≤ 79.825 

or Perimeter_extreme > 105.950 & 

Nconcave_mean ≤ 0.049 & Area_extreme ≤ 

929.80 or Perimeter_extreme > 105.950 & 

Nconcave_mean ≤ 0.049 & Area_extreme ≤ 

929.80 & Smoothness_mean ≤ 0.094 & Area_se 

> 46.21 or Perimeter_extreme > 105.950 & 

Nconcave_mean ≤ 0.049 & Area_extreme ≤ 

929.80 & Smoothness_mean > 0.094 or 

Perimeter_extreme > 105.950 & Nconcave_mean 

> 0.049 & Texture_extreme ≤ 20.645 & 

Figure 3. The tree structure of classification algorithms (CRUISE and QUEST) for distinguishing between malignant and benign tumors in 

the Wisconsin Breast Cancer Dataset (Green: benign and yellow: malignant)  
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Nconcave_mean > 0.071 were classified as 

malignant tumor.  
 

Figure 4 also shows the plot of variable 

importance based on the CRUISE tree algorithm 

(algorithm with the best diagnostic performance) 

for distinguishing between malignant and benign 

tumors in the WBCD. According to this plot, 

predictor variables such as Nconcave_extreme, 

Perimeter_extreme, Nconcave_mean, 

Radius_extreme, and Area_extreme are the five 

most important variables for distinguishing 

between malignant and benign tumors in the 

WBCD.  

DISCUSSION 

This study evaluates the performance of several 

decision tree algorithms, including CART, Ctree, 

Evtree, QUEST, GUIDE, and CRUISE, in 

differentiating between malignant and benign 

tumors in the Wisconsin Breast Cancer Dataset. 

The high diagnostic performance exhibited by 

CRUISE, with AUC values of 0.950, highlights 

their effectiveness in distinguishing between 

benign and malignant tumors. The key findings 

highlight the significance of interpretability in 

clinical decision-making, where decision tree 

algorithms stand out by providing ease of 

understanding, which is essential for usability in 

medical settings. 

The diagnostic reliability of the CRUISE 

algorithm highlights its potential to enhance 

breast cancer diagnostics. Their performance, 

characterized by high sensitivity, specificity, and 

AUC, indicates that these models could 

substantially decrease the rates of misdiagnoses 

and false positives, which are prevalent issues in 

breast cancer detection. This is crucial, as over-

diagnosis can result in unnecessary treatments, 

leading to both physical and psychological harm 

to patients. 

The findings are consistent with previous 

research, which also demonstrated the 

effectiveness of machine learning techniques in 

breast cancer diagnostics. However, decision tree 

algorithms provide a significant advantage in 

interpretability compared to models such as 

neural networks and support vector machines. 

Integrating the CRUISE algorithm into clinical 

practice could enhance the precision and 

efficiency of breast cancer diagnostics. By 

offering objective support during diagnostic 

evaluations, these models complement human 

expertise, improve the consistency of diagnoses, 

and reduce the need for invasive procedures in 

benign cases. This integration could streamline 

workflows, reduce patient stress, and conserve 

healthcare resources. 

 

 

 

 Figure 4. The plot of variable importance based on the CRUISE tree algorithm for distinguishing between malignant and benign 

tumors in the Wisconsin Breast Cancer Dataset 
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The study acknowledges several limitations, 

including using the WBCD, which may only 

partially represent the diversity of real-world 

cases. Additionally, the dataset's size and 

demographic limitations could hinder the 

generalizability of the findings. Future research 

should also investigate the potential of ensemble 

methods, such as random forests, bagging, and 

boosting, as these techniques may enhance 

predictive power. 

CONCLUSION 

This research highlights the efficacy of 

classification tree algorithms in enhancing the 

accuracy of breast cancer diagnoses, utilizing the 

Wisconsin Breast Cancer Dataset. A comparative 

analysis of various classification trees 

demonstrated the significant ability of the 

CRUISE algorithm to differentiate between 

benign and malignant tumors based on features 

derived from Fine Needle Aspiration samples. 

The results emphasize the critical role of 

integrating machine learning models into clinical 

practice to assist pathologists, improve diagnostic 

outcomes, and reduce subjectivity in cancer 

classification. Future investigations may aim to 

incorporate additional datasets and further refine 

existing algorithms to optimize strategies for 

breast cancer detection and treatment. 
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